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Abstract In this paper the nature and validity of the mathematical formulation of Michaelis—Menten-type
kinetics for enzyme-catalysed biochemical reactions is studied. Previous work has in the main concentrated
on isolated, spatially uniform (well-mixed) reactions. The effects of substrate input and diffusion on this
formulation, in particular, on the nature and validity of the quasi-steady-state-assumption for diffusion-
driven fronts are investigated. It is shown that, provided the Michaelis—-Menten constant Ky, is sufficiently
large, an appropriate quasi-steady-state assumption is valid at all points in space and for all times other
than in a region that closely tracks the front itself. Moreover, it is shown that this region shrinks with time.
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1 Introduction

One of the fundamental features of enzymatic reactions is enzyme saturation. At saturation of an enzyme,
the reaction rate catalysed by the enzyme reaches an apparent maximum, and a further increase of substrate
concentration does not appear to enhance the reaction rate. This feature is captured by the Michaelis—
Menten formalism [1], which laid the foundation for classical enzyme kinetics. The derivation of this for-
malism is based on certain assumptions, principally, the quasi-steady-state assumption (QSSA) (see e.g.
[2,3]). The validity of these assumptions has been the subject of much recent attention. For example, it was
initially proposed that a necessary condition for the standard or classical assumption (sQSSA) is that the
initial substrate concentration greatly exceeds that of the enzyme. This situation often arises in laboratory
experiments, but is less common for reactions in vivo. Consequently, new, weaker necessary conditions on
the initial concentrations have subsequently been derived (see e.g. [3]).
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Almost all previous work has concentrated on reactions with no substrate input. Therefore, strictly
speaking, the conclusions drawn are only valid for isolated enzymatic reactions. In a living system, large
numbers of enzymatic reactions are networked in a complex manner. Pathways can be unidirectional,
reversible, branched, or cyclic [4]. A particular enzymatic reaction is embedded in such a pathway, taking
product molecules from the previous reaction step and supplying substrate to the next step. Moreover,
a living system may take up substrates from external sources and release products to them. Therefore,
all enzymatic reactions in a living system are subject to substrate input and product removal. In order
to understand the function of biochemical reactions in vivo using enzyme Kkinetics, it is therefore essen-
tial to determine the validity of this approach under such conditions. Some progress has been made in
this direction, see e.g. [5-7]. In [8,9], as a reasonable and biologically relevant first step, the effects of a
constant substrate input on the derivation and validity of classical quasi-steady-state assumptions were
investigated. Necessary conditions for the validity of these assumptions were derived and were shown to
be dependent on the input /. Also, it was discovered that, even in the case where the introduction of (a
possible sufficiently large) input maintains or widens the applicability of a QSSA, the time scales associated
with the transient and QSS periods, the form of the quasi-steady-state solution itself, and the associated
reaction-rate equation are all dependent on /. Therefore, the formalism established in the absence of input
does not, in general, provide accurate information regarding systems with input. In [10], this work was
extended to consider periodic inputs.

In [11], Maini et al. extended the no-input enzyme-catalysed system to allow for the biologically relevant
case in which the substrate diffuses while the enzyme remains essentially fixed (in a cell membrane for
example — see also [12]). It is this work that will form the main focus here.

In Sect. 2, a model system for an enzyme-catalysed reaction that is subject to a constant non-negative
substrate input is introduced. The QSSA for this problem is then studied in Sect. 3 where certain validity
conditions are discussed, and this work is extended in Sect. 4 where the effect of a point source of input is
investigated. Finally, in Sect. 5, we conclude with a short discussion.

2 Enzyme-substrate reactions with input

The reaction we shall discuss can be represented schematically as shown in Fig. 1.

Here, I denotes substrate input, and E, S, C, and P denote, respectively, the free enzyme, free-substrate,
enzyme-substrate complex and the product. The spatio—temporal evolution of the concentrations of the
reactants can be described by the following system of partial differential equations:
oE

i —k1ES +k_1C+ k2C, (1a)
as 5

T =1-KkiES+k_1C+ DV-S, (1b)
aC

Frie kiES —k_1C— kyC, (1c)
together with the decoupled equation for the product production rate,

oP

— =k C. 1d
a2 (1d)
Fig.1 The I

enzyme-substrate

reaction with substrate \L

input k) ko

C P+ E

S+B —

k-

@ Springer



Diffusion fronts in enzyme-catalysed reactions 159

(For notational convenience we have denoted the concentrations of each of the reactants by the corre-
sponding letter and substrate input is denoted by /.) The diffusion of the substrate is modelled using Fickian
diffusion with coefficient D and it is assumed that this process does not alter the reaction rates (see [12]).
These equations are assumed to hold in some spatial domain, €2, which we will assume to be unbounded.
Physically, this represents a large domain within which the reaction takes place without interaction with
the boundary. To complete the mathematical formulation, this system is augmented with initial data of the
form

E(r,0) = Eg, S(r,0) = So(r), C(r,0)=P@,0) =0, 2)

where r € Q is the spatial variable, Ey is a constant and Sy(r) is some prescribed function of r. We seek
solutions that decay sufficiently fast as |r| — oco.
By adding (1a) and (1c¢), it follows from (2) that

% =0 = E(,1t)+ C(r,t) = E).

Hence, the original system (1la—1c) reduces to

% = I(r,t) — k1 (Eg — O)S + k_1C + DVS, (3a)
aC

o= ki(Ey — C)S — ki Ky C, (3b)
forr e @, t > 0 with

C(r,0) =0, S(r,0) = So(r). 4)

The composite parameter Ky, := (k_1 + k2)/k; is called the Michaelis—Menten rate constant.

This system is similar to that investigated by Merkin and Sleeman [13] where the interaction of a free
morphogen with a fixed ligand receptor is studied. Letting S and C denote the concentration of morpho-
gen and receptor, respectively, the system studied in [13] is given by (3) with I = 0. The spatial domain
is assumed to be one dimensional and the input of morphogen is represented by a non-zero Dirichlet
condition for § at the spatial origin. A nondimensionalisation is carried out to allow an analysis of the
system for various asymptotic limits of the parameters. In particular, an in-depth analysis of wave-front
solutions (similar to those shown below) is made in the case where k_1 = 0 and for k_; > 0, a considerable
understanding of the solutions structure is obtained in the special cases where kp/k_1 is large and the
input of morphogen is large. However, we will not pursue this line of analysis in this paper because we are
principally interested in the direct spatial extension of the system studied in [9,10] and the system studied
by Maini et al. in [11]. As such we are interested in obtaining a better understanding of the dynamics of
system (3) via the quasi-steady-state assumption.

The quasi-steady-state assumption (QSSA) is that the complexes react very rapidly with free-substrate
and therefore the concentration is in a “steady-state” with respect to the substrate concentration, i.e., for
any given value of S, ¢ = 0. Thus, system (3) reduces to the differential-algebraic system

> ot
0S5 EyS

k2 2
— =I(r,f) — —— + DV~S 5
5y =10 Sy Ky T , (52)
EyS
= . 5b
S+ Ky (5b)

This system is the quasi-steady state approximation for (3). In the following, we will consider how the valid-
ity of this approximation depends on the reaction parameters, in particular on the value of the Michaelis—
Menten rate constant K. The focus of laboratory experiments regarding biochemical reaction rates is
often to determine this rate constant. In many situations this constant can be very large relative to other
reaction parameters (see [4]).
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2.1 Special cases

For D = 0 and [ = 0, system (3) becomes the classic, spatially uniform, closed, Michaelis—Menten system,
which has received extensive attention. In this case, a necessary condition for the validity of the classic or
standard quasi-steady-state assumption (SQSSA) is

Ey < So+ Ky (6)

If this condition is satisfied, system (3) undergoes a rapid transient in which the substrate concentration
is almost unaltered and then the dynamics of the system closely follow those of the reduced system (5)
augmented with the initial data S(0) = Sp. Appropriate time scales for the transient and QSS phases are,
respectively,
1 d ¢ So+ Ky

ThkGot+Ky T kB
Here, 1, is the relaxation time of the transient period and ¢, gives a scaling for the length of time it takes the
system to return to the steady state (S = C = 0) during the QSS phase. The necessary condition ensures
that S &~ Sy during the transient and that ¢, < t,.

With D = 0and I = Iy > 0, system (3) reduces to the spatially uniform, but open system studied in [9].
The time scales detailed above are modified accordingly and, as it is shown in [9], the necessary condition
for the validity of the SQSSA is

Eo < So+ S8+ Ky,

where (S‘, C) = (Kylo/koEo, Io/ky) is the corresponding positive, uniform steady state of (3). It follows
that increasing the input /y increases the range of other system parameters and initial data for which the
sQSSA holds.

For D = 0, I = I(¢) estimates for the times scales and validity condition can be made in the case where
I(¢) is periodic with positive mean value Iy [see 10].

For I = 0 but D > 0, Maini et al. [11] considered system (3) with Q = R? and S(r,0) = Sy (r) where
8>(r) denotes the Dirac delta function for RZ. In this case, radially symmetric solutions exist. It was shown
through numerical integration that for parameter values suitably chosen, the solutions of the full system (3)
and those of the reduced system (5) were in close agreement initially inside an expanding annulus. This
annulus decreases in width with increasing time. Thus, after sufficient time, an expanding disk forms in the
plane inside which it is concluded the QSSA does not hold, the fall in substrate concentration in the wake
of the reaction—diffusion front is given as the reason.

lyr

3 Diffusing substrate with no input

We begin by reconsidering the no-input case studied in [11], i.e., Egs. (3) with / = 0 but D > 0. In this case
the associated quasi-steady-state equations are given by (5) with / = 0. Radially symmetric initial data (4)
ensures that solutions of (3) and (5) are radially symmetric and henceforth we shall only consider such
solutions, which therefore only depend on the distance r from the origin in R?.

To avoid ambiguity, we will use the variables S and C to denote the free-substrate and enzyme-substrate
complex concentrations of the full system described in Eq. (3) and the variables S, and C, to denote the
corresponding variables in the QSS system (5).

3.1 Numerical solution

Our main aim is to ascertain under what conditions the dynamics of system (5) provide a good approxi-
mation to those of the full system (3). To this end, system (3) with initial data (4) was solved numerically
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Fig. 2 The distributions of the free substrate S and enzyme-substrate complex C obtained by numerically integrating the
full system given in Eq. (3) with initial data (4) (with the delta function being approximated by a tent function) are shown
at times ¢t = 2,4,6,8,10. Other parameters are D = 1074, Ky = 11,(k; = Lk = 1,k_; = 10),Ey = 1,80 = 3,1 = 0.
Numerically obtained solutions of the reduced system (5) are graphically indistinguishable from those obtained by solving
the full system (3)

for 0 < r < 1 using finite differences (see [14]). (In all the results described below, the numerical solution
was stopped before the leading edge of substrate could interact with the boundary.) Parameter values
were chosen such that in the absence of diffusion, the sQSSA would be valid. In [11], it was discussed
that for many realistic biochemical reactions, the reaction parameter K}, is often large. Therefore, we pay
particular attention to how properties of the system and its approximation vary with Kj,.

As illustrated in Fig. 2, the substrate S diffuses from the origin and reacts with the enzyme to produce
the enzyme-substrate complex. The resultant complex distribution propagates outwards from the origin
in a wave-like manner, exhibiting only a small and slow decrease in the complex concentration behind
the wavefront. The QSSA equations (5) were solved similarly, and the corresponding values of S; and C,
proved to be qualitatively and quantitatively very similar to S and C obtained from the full system. How-
ever, it was observed that § < §; and C < C, for all r € [0,1] throughout the duration of the integration
process (see also later).

3.2 Position of the front

The spread of the substrate from the origin can be quantitatively measured by determining the position of
its leading edge r,, which is the value of r where the substrate takes a given value «, i.e., « = S(ry, 1) [see
also ref. 13]. The initial substrate is located at the origin and therefore the initial value of 7, is zero. As the
substrate diffuses from the origin, the value of r, initially increases (Fig. 3). However, due to the enzyme
reaction, the substrate is steadily depleted, causing the value of r, to decrease back towards zero. The rate
at which the substrate edge expands from and retracts back to the origin increases with increasing values
of the parameter Ky, (Fig. 3).
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Fig. 3 The value r, such that o = S, (74, ) is determined by solving Eq. (5) with initial data (4) with « = 1/4x for differing
values of K)s and compared to analytical approximations obtained from (16) with k = k2 Ey/K s, representing a lower bound
on the position of the substrate edge. The data points x, o and + denote the position of the leading substrate edge determined
by numerically solving the full system of equations with Kj, taking values 11, 21 and 51, respectively. The corresponding
analytical approximations (dotted, dashed and solid lines) obtained from Eq. 16 are shown. The remaining parameter values
arekr =1,80=3,Eg=1,D =10~*

3.3 Error in using the reduced system

In [11], an error function is used to compare the substrate concentration obtained from solving the full
system (3) to that obtained from solving the QSS system (5) in an attempt to delineate regions of R? where
the QSSA is and is not valid. In our notation, this error function is given by Ey; := 2(S; — 8)/(S4 + S), that
is, the difference between the substrate concentrations expressed as a proportion of their average, and,
since S; > § > 0, takes values between 0 and 2. For the simulations described above, this error is small
behind the advancing substrate front and rises to its maximum value at the leading edge. However, this
error only makes physical sense when there is a “non-negligible” amount of substrate to measure. Thus,
we consider the error £y only where the substrate concentration exceeds some prescribed minimum value
(10~ was used throughout).

The error Ey; thus determines a narrow region in r — ¢ space that closely tracks the position of the
advancing substrate front (Fig. 4). This region expands, then contracts over time, and eventually disap-
pears, since the region in which there is a non-negligible amount of substrate initially expands from and
then retracts back to the origin while the region in which the error Ej; is considered large continues to
expand from the origin. The maximum width of this region decreases with increasing values of Kj;. Within
this region, it can be viewed that the reduced system (5) does not provide a good approximation to the full
system (3).

3.4 Further analysis of front propagation and the QSSA

In order to investigate further some of the properties highlighted by the numerical simulations discussed
above, we first consider a class of related, linear equations. Consider the equation
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Fig. 4 The region in r — t-space inside which the error Ey := 2(Sq — §)/(Sq + S) > 0.2 and the substrate concentration
S > 107°. The inner and outer bounds of this region, corresponding to the position where Ej; = 0.2 and § = 107, respec-
tively, are plotted over time for parameter values k; = 1,k = 1,850 = 3,E90 = 1,D = 104 with (a) Ky = 11(ky = 10),
(b) Ky = 21(ky = 20), and (¢) Ky = 51(ky = 50)

a

a—?:—ku—l—DVzu, r>0 t>0, (7)
with initial data u(r,0) = Sod(r) /27 r, where §(r) denotes the standard Dirac delta function. It is well-known
that this equation has a unique, positive solution, which we denote by u(k, r, f), and which has closed form

[see, e.g. ref. 15]

S r
ulk,r,t) = 4713% exp (—kt - m) (8)

It is straightforward to show that u(0, r, ) and u(ky Eo/ K, 1, t) are, respectively, upper and lower solutions
for (5a). Hence a unique solution, S, of (5a) exists and

u(koEo/Ky,r,t) < Sq(r,t) <u(0,r,t), r>=0 and t>0, 9)

(see for example, [16, Chapter 7]). This unique solution generates an unique description of Cy(r,?) given
by (5b). It follows directly that u(k2 Eo/Ky, 1, t) becomes an increasingly accurate approximation for S, as
Ky is increased.

By similar techniques it can be shown that the full system (3) admits solutions that are positive for all
t > 0and that 0 < C(r,1) < Cy(r,1). Moreover, given any such positive solution (S, C), it can be shown that

u((k—y + k2)Eo/Kp,r,1) = S(r,t) < Sq(r,t), r=0, 1>0. (10)

These bounds underpin the numerical simulations detailed above.

In the limit as Kj; — 00, it is straightforward to show that u((k_1 +k2) Eo/Kwm, 7, t) — u(0,r,t) pointwise
in r and ¢ for all (r,7) € {r > 0,t > 0} J{r > 0, > 0} and uniformly for all (r,t) € {r > 0,t > 1o} J{r >
ro,t > 0} for any 19, ro > 0. Hence S(r,1) — S4(r,t) pointwise, respectively uniformly, in  and ¢ in the same
regions.
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It appears from the above estimates that the QSSA for the spatially extended case should hold (in
some sense) for Ky sufficiently large. The necessary conditions for the validity of the QSSA in the classic,
spatially uniform case are, as noted above, that the substrate concentration remains unaltered during the
transient and that the transient time scale is much smaller than that for the QSS phase.

First consider the transient phase in the spatially extended case. During this phase, suppose that it is
assumed that complexes react quickly with any available substrate, leaving the concentration of the latter
essentially unaltered. For the spatially extended case, at t = 0, S = 0 at all points except r = 0. For ¢t > 0
the substrate concentration progresses out in a diffusion-driven front. The complexes initially react at this
front, ahead of which the substrate concentration is effectively zero. Therefore, at any fixed point in space,
the substrate concentration is initially zero and then rises before falling again as the wave front passes. So,
the complexes initially react with an increasing concentration of substrate. However, if we assume that the
complexes react sufficiently quickly with any substrate available, then from (3b) with § = S(r), it can be
deduced that the half life of the transient phase is,

1

h=—"7-"",

ki(Kyp + S(r))
for whatever substrate concentration S(r) is available at that given point r. It follows that 7, is small
uniformly in r if Ky is sufficiently large. Hence, we propose that a (conservative, over-) estimate for the
transient time scale is

1
 kiKy'
In order to check the validity of this assumption, we must determine whether the substrate concentration
really does remain unaltered during this transient period. It appears very difficult to establish this result at
each point in space. However, it is possible to consider how the total mass of substrate changes over the
given time period as follows. The initial mass of substrate in the system is Sp. Integrating both sides of (3a)
over R? and on noting the boundary conditions at » = 0 and r = oo, yields

ty :

m'(f) == % /0 - S(r, )27 rdr = /0 - [—k1(Eo — Cr,0)S(r,1) + k_1 C(r,1)] 27 rdr. (11)

Following [3], we define the relative change in mass over the transient period as
Am 1
‘S_O ~ ftrS—O |m/(l‘)|max ) (12)

where the maximum of m’ is taken over the transient period. On noting that C(r,0) = 0 and |m/| is
decreasing in the first instance, it follows from (11) and (12) that

A E
il PR (13)
So Ky So
Hence, demanding that this relative change is small requires
Ey < KuSo. (14)

Let us now consider the QSS period. Recall that, in this period, it is supposed that the dynamics of the
full system (3) are governed by (5). Hence, on integrating (5a) over R? and again recalling the boundary
conditions, we have that

d [* © —kyEoS,(r,1)

GO == Sqr,02mrdr= | —— 1

(0 dt/o a2 = R+ Sy

Again following [3], we can estimate the time scale of the QSS period by
|m4max - m4n1in| > KM ,
G k2 Eq

2mrdr. (15)

max
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as ‘m;(t)‘ < koEoSo/Ky. If we define t, := Ky /k2 Eo, then t, provides an (under) estimate for the QSS
max

time scale of the total mass.

The above time scale again takes no account of spatial variation and this we now do. Again considering
the linear equation (7), it is straightforward to show that the position, r,, at which the solution (8) attains
a value, «, say, for some positive number «, is given by the equation

So 12
re(t) = 22Dt |:—kt + log (4Dt7roz)} , (16)

which holds provided 0 < ¢ < ¢* where ¢* is the unique positive solution of k¢ = log (“D‘gﬁ). It follows that

< Do =:t;, and 111_% =ty

The time ¢* gives a measure of the time taken for the solution to “level out” and depends both on the
reaction kinetics and the diffusion rate. During this time period, the substrate concentration at each point
in space is changing due to the passing and relaxation of the diffusive wave. The diffusive time scale can
be isolated as #;. From (9), (10) and the above arguments, in the case Ky is sufficiently large, this time
scale also provides a good estimate for the corresponding time scale for system (5) and thus (3). It seems
reasonable then, to demand that this time scale is also large compared to the transient time scale.

We therefore have the following proposition.

Proposition 1 Necessary conditions for the validity of the quasi-steady-state assumption in the spatially
extended case with no input are:

1. the change in total mass of substrate during the transient period must be small;
2. the transient time scale must be much less than the total-mass QSS time scale;
3. the transient time scale must be much less than the diffusion time.

From the above we see that these conditions are certainly satisfied if
Eo < KySo, kFEy < leIZW and D < k1K So,

where in the last inequality we have taken o = 1/47 without loss of generality. In fact, the first inequality
is stronger than the second and so the conditions reduce to

Ey < KySy and D < ki KySo. 17)

Both of these inequalities are satisfied if either Sy or K, is sufficiently large. The second inequality sug-
gests that, if the QSSA is valid for D = 0 (for example K}y is fixed and sufficiently large), these necessary
conditions continue to hold provided D is sufficiently small.

4 Substrate input

In [9,10] constant and periodic, spatially uniform inputs are considered, respectively. Here we shall consider
an input of constant magnitude, which is localised at the origin. Hence, we shall now consider

)
I(r,t) = I(r) := 5—4(r),
2rr
i.e., a point source at r = 0 with total input per unit time equal to some positive constant /.

First, notice that, in this case, system (3) has a non-trivial steady state which is given by the correspond-
ing steady state of system (5). Hence, Eq. (5) always provides a “good approximation” to the solutions
of the full system, provided ¢ is sufficiently large. (This is also the case above where the only steady
state is the trivial one.) For an analysis of the dynamics over a shorter time scale we must proceed as

above.
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4.1 Numerical solutions

The equations of (3) of the full system were solved numerically using the initial data and boundary condi-
tions as previously described. The expansion of the distribution slows over time and tends towards a steady
state, the shape of which is determined by the input rate Iy and the value of Kj (see Figs. 5, 6).

The equations of the reduced system (5) were solved in a similar manner, with the distributions of S,
and C, displaying the same behaviour as the full system. Again it was observed that S(r,1) < S,4(r,) and
C(r,t) < Cy(r,t) for all r,1 > 0.

The solution of the full system (3) and that obtained through applying the QSSA, i.e., Egs. 5 can be
compared via the error Ej; defined above. By investigating the numerical solutions over a range of param-
eter values, it appears that the QSSA is valid in all regions of space and for all times other than in an
annular region that closely tracks the reaction front (Fig. 7). The time interval over which this annulus
exists increases with the input rate /y and the maximum width of the annulus decreases as Kj; increases.

4.2 Bounds on the front position and conditions for the QSSA

If we add I(r) to the right-hand side of (7), then the solution is now given by (see again [15])

So r’ t Iy -
uy(k,r,t) 17 D1 exp( 4Dt) +/0 42D — 1) eXp( T 4Dr) T (18)

With this new definition, using similar arguments to those above, we can show that bounds corresponding
to (9) and (10) still hold. Moreover, it follows that in the limit as Kj; — oo, the solutions of the full system
tend to those of (5), uniformly in r and ¢ for (r,t) € {(r,t) |r > ro,t > to} for any rg,top > 0. Moreover, for
Ky sufficiently large, uj(koEo/ Ky, 7, 1) is a good approximation for S, (r, 1) and thus for S(r, 7).

8000 T T T T T

6000 ,

® 4000 [ T

2000 - .

0 1 1 L
0 0.1 0.2 0.3 0.4 0.5 0.6

r

Fig. 5 The distributions of the free substrate S and enzyme—substrate complex C obtained by numerically integrating the
full system given in Eq. 3 with initial data (4) (with the delta function being approximated by a tent function) are shown
at times ¢t = 40, 80, 120, 160,200. Other parameters are D = 1074,k = 1,kr = 1,k_y = 100, (Ky = 101), Ey = 1,89 = 3,
Iy=1
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Fig. 6 The value of r, for which & = wuy(k2Eo/Kwm,7«,t) Where uy is defined in Eq. 18 is compared to that obtained by
numerically solving the full system (3) for different input rates Iy. The position of the leading edge obtained by solving the
reduced system (5) is graphically indistinguishable from that obtained by the solving the full system. The leading edge value «
is taken to be ﬁ and the remaining parameter values are D = 10*4,k1 =1,k =1,Ey =1,8y = 3 with (a) Ip = 0,Ky = 101,
(b) Iy = 1074, K); = 101, (¢) Iy = 1073, Ky = 101 and (d) Iy = 1073, Kp; = 11. In each case, the higher curve denotes the
position of the leading edge obtained through numerical integration of (3) and the lower curve denotes the lower bound
obtained by solving Eq. 18

On assuming S = § in (3b), the transient time scale can be computed as above and shown to be
ty = 1/k1 K and hence independent of the input /. Demanding that the relative change of total mass is
small during the transient period now requires

1o — k1 EoSo| < k1KmSo- (19)

One can check that this bound is intuitively correct, in that for large inputs of substrate, the total mass
would be changing (increasing) rapidly and hence it could not be expected that the substrate concentration
all points remains unaltered during a (fixed) time period of order ;.

It is difficult to gain any quantitative information regarding how the input affects the QSS time scale.
However, upon setting k = k> Ey/Kyy, tracking the point r,, for which « = u;(ry, t), shows that the solutions
reach a steady state for all inputs (Fig. 6). This corresponds to a lower bound for the position of the leading
substrate edge. Indeed, the maximum relative difference between the position r, determined by solving
(18) and the full model equations decreases with increasing Ky, (see Fig. 6), while the final (steady-state)
position of the substrate edge as determined by Eq. 18 is in very good agreement with that computed via
the full system (3).

5 Discussion

The well-known standard quasi-steady-state assumption (QSSA) was originally formulated to consider
reactions in homogeneously mixed conditions that are closed to any external factors. However, when
either the closure or the homogeneity of the system is relaxed, it is unclear under what conditions the
corresponding “QSSA” is valid. Such considerations are essential for realistic applications in which a given
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Fig. 7 Equations 3 and 5 are solved numerically giving rise to an annular region expanding from the origin inside which
the error Ey = 2(Sq — 8)/(Sq +5) > 0.2 and the substrate concentration S > 107%. The inner and outer boundaries,

corresponding to the position where Ej; = 0.2 and § = 1079, respectively, are plotted over time for parameter values
k1 = 1,k2 = 1,S0 = 3,E0 = LD = 1074 with (a) I() = O,KM = 11, (b) I() = 0.1,KM = 11, (c) 10 = I,KM = 117
(d) Ip = 1073, Ky = 11, (e) Iy = 1073, Kp; = 21, and (f) Iy = 1073, Ky, = 101

biochemical reaction is very often imbedded in a chain of reactions. Moreover, it cannot always be assumed
that the reactants are free to mix in a homogeneous manner; reactions on cell membranes are a typical
example of where the enzyme may be essentially fixed and exposed to a diffusing substrate.

In this paper, it has been shown that in a simple, spatially extended enzyme-substrate “Michaelis—
Menten” reaction, a front of enzyme—substrate complex formation and subsequent product generation is
driven by the diffusing substrate concentration. In the absence of substrate input, this reaction is even-
tually exhausted. However, with substrate input (restricted to the origin), a non-trivial steady state is
reached and complex formation and product generation is sustained indefinitely. In this work we have
shown that both input and spatial movement (diffusion) of substrate, significantly affects the conditions
under which a usable QSSA can be applied to understand these dynamics. In particular, in the case of
no substrate input but substrate diffusion, we propose that the well-established validity condition (6)
is replaced by the inequalities (17). The latter condition is certainly satisfied if the Michaelis—-Menten
constant Ky is sufficiently large. It appears that Kj; sufficiently large is also a sufficient condition for
the validity of the QSSA when substrate input is included. Moreover, when Ky, is sufficiently large,
it has been shown here that certain important quantitative and qualitative features of the full reac-
tion system (3) are in fact approximated well by the solutions of the linear equation (7). As would be
expected, the QSSA does not hold uniformly in space at all times: the region around the reaction front
is where the greatest error in applying this approximations occurs. This region is narrowed by increasing
Ky

As pointed out in the discussions above, the asymptotic (steady) states of the full system (3) and the
approximate system (5) are the same. Hence, close to the steady state (e.g. for large times), it is clear that
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the latter provides a good approximation to the former, uniformly in space. Furthermore, for intermediate
times, it is clear from (9) and (10) that the solutions of (5) must provide a good approximation to those
of system (3) under certain circumstances. Lastly, our error calculations support these estimates showing
that the relative difference between solutions of the full system and those of the approximate system
can be made small (for sufficiently large Kj,) in all regions in space, apart from in an area that closely
tracks the reaction front and which only lasts for a finite time. These results seem to be at odds with the
conclusions drawn in [11], perhaps suggesting that either the parameter values used in [11] are not in
the correct range for the applicability of the QSSA or that there is some ambiguity in the interpretation
of the data presented there. Certainly the explanation given of why the QSSA does not hold behind
the expanding reaction front does not seem sufficient: the reason given is that, after the passing of the
reaction-wave front, the substrate concentration then reduces as it is converted to complexes and thence
to products. However, this is exactly what happens during the QSS phase of the classic, spatially uniform
case.

Traditionally, conditions on the initial values of the substrate and enzyme concentrations have been
used to establish the validity of the QSS approximation. However, although these are measurable and
controllable for reactions in vitro, the concept of “initial data” for reactions in vivo is less clear. Therefore,
the dependence of the applicability of the QSSA on the rate constant K, derived above is important with
regards to its application, as it is often the case this rate constant is either known or measurable for a given
biochemical reaction.
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